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ABSTRACT

Computer viruses, worms, and Trojan horse programs cost individuas, companies
and government agencies millions of dollars every year. Traditiona responseshave
involved use of antivira software which remove infections or which restrict the
transmissionof infected communications, and firewals. Theneedtorapidly respond
to new or threatened attacks has increased the popularity of subscription services
which dlow users to quickly obtain the most up-to-date antiviral protection.
However, unprotected systems canbecomeinfectedand canrapidly propagate that
infection to many other systems. In response, more invasive antivira agents can be
imagined. Thispaper addresses ethical issuesrelated to the protection of computer
sysems and deivery of that protection. Five categories in a "Protection
MechanismGrid"areproposed. The categoriesare based upon possible protection
ddlivery mechaniams and the options avalable to syssemowners. Thepracticd and
ethical implications of each category are addressed.

BACKGROUND

Computer viruses, Trojan horse programs, and worms are of increasing concern to all
computer users. A computer virus is a self-replicating piece of code that is designed with
mdidous intent. When activated, viruses cause unexpected and undesired behavior on the
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infected computer or onthe network to which the computer isattached. Computer virusesare
spread frommeachine to machine by the sharing of diskettesor CDs, acrossthe Internet through
e-mail attachments and downloaded files, aswell asthrough infected web servers. A worm
isatypeof virusthat replicates itsdf in memory. A worm may not be evident to the human user
until its uncontrolled replication causes the system to lose performance. A Trojan horseis a
program containing maicious code which may appear to be a norma program or file until it
produces its destructive behavior.

The impact of infectionfromthese malicious programs may take many forms ranging from
minor annoyances to widespread damage across the Internet. Examples of rdativey minor
annoyances include the Freehand virus which displays a message onthe screenand then erases
itsdlf. Many users remember the display of "Happy New Y ear 1999" followed by fireworks
graphics when the worm Happy99.exe infected their sysems. The Loveletter virus and the
Nimdaworm cregted Sgnificant increases in network traffic. These two madicious programs
created security breaches by making the hard drives of infected systems sharable. Newer,
more virulent viruses such as Nimdamay include characteristics of macros, worms, and Trojan
horses as they attempt to propagate in multiple manners and exploit multiple system
vulnerabilities

Each year organizations and individuds incur costs in the hundreds of millions of dollars
resulting from loss of productivity related to computer viruses. For example, the Nimda virus
infected 2.2 million computers and caused $370 million in damages. [Reuters, 9/21/01] The
Lovel etter virus caused as muchas $10 Billionin damageswhile damages associated with the
Médissavirus are reported to be gpproximately $385 million. [8]

The CERT( Coordination Center is a federdly funded research center that anayzes
Security incidents and publishes security derts. CERT defines security incidents as:

1) atempts (either failed or successful) to gain unauthorized accessto asystem or its data

2)  unwanted disruption or denia of service

3) theunauthorized use of asystem for the process or storage of data, and

4)  changes to system hardware, firmware, or software characteristics without the owner's
knowledge, instruction, or consent. [3]

Statistics published by CERT and given below in Figure 1 show a dramatic increase in the
number of incidents over the last five years. Many of these incidents are related to infection
from malicious software. [8]
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Year Incidents
1997 2,134
1998 3,734
1999 9,859
2000 21,756
2001 52,658
Figure 1

Edimates of Incidents of Virus Infections

Companies and individuas often inga| protection software onther machines to attempt
to protect their machinesand networksfrommadidous programs. McAfee, Symantec and other
organizations have active centers where people work to discover emerging threats and write
patchesthat can protect customer machinesfromthesethreats. If users of protectionsoftware
update ther protection frequently they can hope to avoid the new infections. However, this
gpproach is reactive and is premised on the continua vigilance of those who manage the most
active computers. Malicious programs can infect large numbers of computers very quickly,
sometimes in a matter of hours. Extensive damage can occur during the time required for
companieslikeSymantecand McAfeeto identify the threat, andyzeit, and create and distribute
anecessary paich. The emergence of anew threat can cause asgnificant increasein the sde
of protection software. For example, during the week following the discovery of the Mdissa
virus the sales of virus detection software increased by 67 percent. [6]

The spread of computer viruses, especialy worm viruses such as Nimda, has severd
characterigtics in common with spread of biological viruses and sexudly transmitted di seases.
For example, both computer viruses and biologica viruses are sef-replicating.  Preparation
of antiviral agents for both computer and biologica viruses requires access to the virusand is
thus reactionary. More virulent computer and biological viruses both require a symptom less
incubation period dlowing growth to acritica level before detection. [2] The worm virus may
spread dowly among a amdl number of machines until one or more very active machines
becomes infected. Then what was a locd problem suddenly becomes potentialy a global
problem very quickly.

Those who release mdidious software have the advantage of decentralization and the
advantage of a "head start." The head start can result in the infection of large numbers of
networks prior to the creation of the patch and during the time when the new paich is being
digtributed. Furthermore, whilethe virus or worm moves quickly from network to network the
paich is likdy to be distributed inamore disciplined but dower way. What is needed are ways
to distribute the patch very quickly o that the great mgjority of sysems receive (and ingdl) the
patch before they encounter the computer virus.
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The remainder of this paper addresses ethicd issues related to different methods of
responding to the threat of infection from malicious software. Where gppropriate, medical
andogies are used as guiddines A "Protection Mechanism Grid" containing five categories
related to the digtributionof protection software is presented. The ethica implications of each
method of distribution are discussed.

PROTECTION MECHANISM S

The implementationof system protection mechaniams potentidly involvesactions by both
the system owner or adminigtrator and the organization that provides the protection software
or sarvice. The behavior of the protection provider can be ether passve or active. Passve
digtribution means that the provider of the protection waits for owners of computers or
networksto request the download and ingtdlation of protective software.  Active distribution
means that the provider takes the initigtive either by notifying the owners of computers or
networks of the avallability of protective software, by probing the machinesor networks, and/or
by actudly downloading and deploying the protection without the owner's knowledge or
permisson. Thesystemowner or administrator may wish to respond to threstsor vulnerabilities
individudly as they occur or they may wish to subscribe to a service which automaticaly
provides protectionto threatsasthey occur. Also, itispossiblethat thereisno mutualy agreed
upon reldionship between the protection service provider and the system owner or
adminigtrator. Inthislater casethereisno consent by system owner or administrator for the
protection service provider to provide their services.

The combination of these various possibilities can be modeled using the Protection
Mechanism Grid shown in Figure 2. The grid has two axis - the vertical axis relates to the
active or passve digtributionof protection service and the horizontd axis relates to the type of
relationship initiated by the system owner or administrator, namely, specific informed consent,
genera informed consent by subscription, or no consent.

Withinthe gx cdls in The ProtectionMechaniams Grid (Figure 2) there arefive categories
representing the relationship between those providing protection and the system owners or
adminigrators. Those five categories are: Client Pull, Provider Push with Consent,
Care-Taking, Subscription, and Invasion. Passve digribution implies that a relationship is
initiated by the systemowner or administrator thus, the cdl corresponding to passive ditribution
and no consent is empty.

PARTICIPATION OF SYSTEM OWNERS

Figure 2 displays a grid regarding the possible behavior of those offering or providing
protection. The remainder of this sectionexplores these five categories and associated ethical
implications.

273



JCSC 18, 1 (October 2002)

BEHAVIOR OF PARTICIPATION OF SYSTEM OWNERS
THOSE
OFFERING OR
PROVIDING Specific Informed | General Informed | No Consent
PROTECTION Consent Consent by
Subscription
Passive Client Pull Care-Taking NULL
Distribution
Active Provider Push Subscription Invasion
Distribution with Consent
Figure 2
Protection Mechanisms Grid
Client Pull

Sample Scenario: The owner of amachine or network checks the Symantec web ste
to learn about new viruses and chooses to download protective agents.

Explanation: "Client pull" protection implies that the individud takes the initigtive to
obtain and ingtal protection on their system. Individuas have aright to protect their property
just asthey have aright to get aflu shot if they fed thet the cost, inconvenience, and potentia
Sde-effects of theshot are lessimportant thanthe potentia benefits of the flushot. Thisinvolves
apersonal caculaionregarding the probability of getting the fluand the potential consequences
of getting the flu. The same kind of risk/benefit anayss applies to the decison regarding
ingtalation of protective software.

Ethical Implications. On the surface this Stuation presents no significant ethical issues.
Downloading electronic protection does not prevent others from aso downloading that same
protection. Any unanticipated side-effects of the protection are not likely to adversdly affect
others. However, does an owner have an obligation to protect his or her equipment so as not
to become a potentia source of infection to other systems? In evauating the tradeoffs between
benefits and risks, how should the individual owner assess externdities? By choosing to risk
infectionrather thanriskingpossible side-effects of personal protection, the owner may increase
the risk of infecting other systlems through online communications. This decison might be more
the resullt of neglect thanof caculaion. Whileit isprobably not abreach of ethicsto not update
asystem'sprotections against computer virusesfrequently, falureto do so can contributeto the
overdl propagation of computer viruses. Drawing an andogy to public hedth, few people
would argue that individuds have an ethical obligation to get a flu shot primarily in order to
prevent others from getting the flu.
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Provider Push with Consent

Sample Scenario: Microsoft Corporation sends e-mail to owners of machines running
[1S and warns them about a recently discovered vulnerability. The owner can then choose to
download the software that will secure the problem, or may choose not to do so.

Explanation: Provider push with consent implies that protection is actively distributed.
That is, those agents seek out systems that require the immunization service they offer.
However, individuds responsible for each system can decide whether to either alow these
agentsto examine their system or to alow the agents to immunize their systems. Thiscould be
andogousto the U.S. Posta Service determining whichemployees may have been exposed to
anthrax and then offering trestment to those potentialy infected. Theemployeewould havethe
right to refuse the trestment.

Ethical Implications:  If users can select whether or not they wish to dlow their
systems to be examined (or perhaps if they can turn-on and turn-off accessto thelr sysems by
active agents) then this becomes much like client-pull and the ethical issues may be reated to
respong bilities and proper contral. 1f the user cannot control accessto ther systems by these
active agents then this stuation becomes somewhat likeinvason.  The privacy of the system
isviolated. Thismight be andogousto an individua being required by the stateto submit to a
physica checkup to screen for a deadly disease. Even if the trestment is optiond should the
disease be found, the required screening itself would raise ethica concerns. Thereisdso the
concernthat the protection provider might also exploit this Stuationas an opportunity to collect
information for other purposes.

Subscription

Sample Scenario: An owner enters into aservice agreement with Gibson Research for
software to protect the owner's sysdem. A part of the agreement is that when the vendor
updates the software product that provides protection, the update will autometicaly be
downloaded onto the owner'smachine. The agreement may or may not pecify that the owner
will be notified after the fact that the upgrade has been made. The owner may a any time opt
out of the update service agreement.

Explanation: The benefit of a subscription update service for software protection is
convenience and the fact that the system being protected is likely to be updated amost
immediately once the security patch is available. The provider isclearly atrusted sourcein that
the owner of the machine or network has voluntarily entered into the service agreement and is
probably paying for the subscription. The fact that the machine or network is patched quickly
helps assure that it is not used by a new computer virus to hdp spread the new virus. The
owner or adminigrator of the network may prefer to be notified of the completed security
update dthough having that information may be of little hep if the update has caused a sde
effect and no uninddl (rollback) isavailable. If theautomatic ingalations of patches causeside
effects, the owner should be able to terminate the agreement withthe vendor and change to the
"provider push with consent” arrangement.
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Ethical Implications. Ethicd implicaions for the vendor are Smilar to those in the
client-pull category previoudy discussed. Also, thevendor hasethica responsibilitiesto protect
the privacy, security, and integrity of customer systems.

Care-Taking

Sample Scenario: AOL (America Online) maintains a firewdl to prevent e-mall virus
attachments from reaching the owner's machine or network.

Explanation: Care-taking impliesthat protection is available without direct actionof the
individua whose system is being protected. It does not involve placing protection directly on
owners machinesor networks but rather taking some action "upstream™ to protect the owner.
If an ISP ingals and maintains the protection software on its equipment then its customers
recaive the benefit of that protection. That protection, however, may interfere with something
the customer wants to do. For example, some firewalls prevent the use of some ingtant
messaging Services.

Ethical Implications: In tems of a public hedth andogy this may be like the
respongbilitiesof awater digtrict to remove known contaminants from water beforethe water
goesto households. Water didricts have legd aswell asmord obligations to maintain water
qudity. It ismore difficult to define the jurisdiction of an ISP than of awater didtrict. Itisless
likely that an ISP islegdly required to filter out computer viruses. However, it may wel bein
their best interests to attempt to do so. Also, there may be an dement of didtributive jugticein
this. In other words, customers who can't afford individua protection should receive some
protection in the public domain.

Another ethica aspect of care-taking might be forcing customersto receive protectionthat
they do not want. In terms of the water treatment andogy, this might be analogous to
fluoridation of water. However this line of thought seems more relevant to the filtering of
content rather than to protection against computer viruses. Some | SPs attempt to filter adult
content inthe interest of children and advertise this as part of thar service. Some governments
attempt to limit the political ideas communicated across the World Wide Web. 1t is very
unlikdy that any customer wants to recelve computer viruses. Therefore, screening out
computer viruses upstream is not likely to raise ethical issues.

Apparently the only major ethical issue here is if the upstream protection prevents the
customer from doing something he or she wantsto do or if it has performance implications for
the customer. Assuming that the customer hasthe ability to choose another |SP that offersless
or different upstream protection, it is hard to envisionthat the provisionof upstream protection
against computer viruses would cause any sgnificant ethica concern.

Invasion

Sample Scenario: A wel-intentioned person rel eases an e ectronic antibody (EAB) onto
the web bdieving that it will help prevent the sporead of a particularly destructive and
fast-gpreading computer virus. The EAB multipliesand spreadsitsalf from machineto machine
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and network to network in the way a computer virus does. The EAB does not announce itself
and does not obey robot exclusonrules. [5] The EAB doesnot carry theidentity of its source.
A machine or network receivesthe EAB without the owner's permission or knowledge. The
EAB inddls itsdf on the machine and uses the machine to send copies of itself to other
machines. Once onthemachinethe EAB doesno damage and (hopefully) protectsthe machine
from an intentiondly harmful computer virus.

Explanation:  The EAB is essentidly a benign virus designed to fight the computer
viruses. The only distinction between those who release the EAB and those who release the
virusisintent.

Ethical Implications. Therdease of the EAB hasinvaded the privacy of many systems
and the fact that the EAB is not intended to damage a system does not insure that it will do no
harm. Good intent alone does not justify what is otherwise unethical behavior.

The respongbility of protecting a system belongs to the owner of the system or to the
owner's agent who is likdy to be a system adminigtrator. It is inappropriate for others to
attempt to protect that system without the knowledge and agreement of the owner. The
exception may be a gtuation in which there are large negative externdities and atimely action
isabsolutely necessary. In other words, if asystem might be used as avehicle to damage other
systems (asinadenia of service attack), the ultimate consequence may be very significant. For
example, the ultimate consequence might be a sudden failure of the air traffic control systemor
a ggnificat finandd sysem. As in time of war, an immediate preemptive action may be
necessary. Even in this circumstance, the burden of ethics fals heavily on any person or
organization that releases EABs regardless of good intent.

DISCUSSION
Informed Consent

Informed consent is one of the cornerstones of medid ethics. A competent adult can give
informed consent for persona media treatment. Medica providers have legd and ethical
obligations to inform the patient of the possible consequences of treatment. A legd guardian
cangiveinformed consent regarding medica trestment decisions for children or others not able
to give informed consent. Giving informed consent involves atempting to weigh the risks and
the benefits of treetment inorder to make a decision regarding what trestment to select, if any.
Informed consent does not imply complete and perfect knowledge regarding possible risks.

Systemownershave rights regarding the maintenance and protectionof their networksjust
as parents have rights regarding the medical trestments of their children. Thereare a least two
sgnificant qudifications that should be made regarding thisandogy. Computers and networks
areclearly property and nothing more. Firgt, children are not the property of ther parentsand
the ethical treetment of humans is certainly far more complex than the ethica treatment of
property. Second, it would be unusud for aparent or legal guardian to delegate the decision
about a medical treatment to a small child. However, it is reasonable for the owner of a
computer to program the computer to interact with software agents and to make decisions
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regarding autometic downloading of software upgrades and service patches. The programthat
does this embodies the delegation of discretion by the owner or system administrator. It is
possible to programthe computer to make the decision regarding whether the owner or system
adminigtrator should be consulted prior to ingtdlation of a particular upgrade or patch. While
asmdl child'sconsent to receive amedicd trestment would not condtitute the parent'sinformed
consent, we believe that a computer's consent to receive an upgrade or a patch can be a
meaningful expresson of the owner's consent.

Trusted Sources and the Limits of Regulation

"Trusted source" is not an absolute concept. Every owner can decide which providers
of software (including virus patches) are trustworthy. If a vendor is the sole provider of a
particular kind of software and the owner needs that kind of software, the vendor is in the
position to dictate the conditions of the agreement. If a vender requires that owners accept
automdic patches and the owner cannot choose another vender, the vender may have a
subgtantia burden of ethics if the owner's system is subsequently damaged by an unintended
effect of a patch. If an owner chooses to download and ingdl patches from multiple trusted
sources, the owner must accept the risk of possible interaction effects.

The usud solutioninasituaionlikethisis some kind of government regulaion. However,
the jurisdictions of governments are not well defined in cyberspace, and government agencies
are not likdy to be agile enough to make decisons regarding distribution of patches quickly.
Government agencies test new drugs for their safety and effectiveness, but lack the speed and
ills to approve EABs. There may be a role for government agencies and/or professional
societies to certify the credentials of companiesthat provide EABs.

CONCLUSION

The Protection Mechanisms Grid (Figure 2) contains five categories representing the
relationship between systemownersor administratorsand those organizations or individuds that
provide protection services. The Client Pull, Provider Push with Consent, and Subscription
categories produce no mgjor ethical concerns because the system owner has the opportunity
to give informed consent for the service provided. However, even with consent there may be
issuesrelated to the system owner's ability to evauate trustworthiness of the service provider.
Also, some might argue that system owners have an ethica obligationto hep prevent the spread
of mdiciousinfectious agents by protecting their systems.

In the Care Taking category there appear to be no mgor ethica issues as long as the
"caretaking" islimited to controlling the spread of mdidous infectious agents. The Invason
category hasthe most serious ethical implications because inthis category the systemowner has
not given informed consent and the system owner has not had the opportunity to evauate the
trustworthiness of the EAB source. The software may do harm even though its intention was
benign. Thebenignintent of the programmer isnot asufficient ethicd judtification for therdease
of an EAB.
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The number and destructive potentiad of computer viruses and worms will certainly
continue to increase. This increase will produce more proactive and innovative defenses.
However, it is important that ethica issues raised by these defenses be considered and that
system ownersand administrators have the opportunity to give informed consent for the use of
these defenses on systems they control.
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